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Lane Detection is a crucial task which 

provides the lateral bounds for self-

driving cars. We investigate possible 

performance gains for lane detection 

with 1) Knowledge Distillation from 

multiple teachers through ensemble 

learning, and 2) self-training with 

additional data simultaneously with 1).

Project Objectives

Our results show that with Knowledge 

Distillation from an ensemble of 

same-architecture models, we can 

absorb the performance gains from 

ensemble learning, while retaining a 

much lower runtime. (20ms in 

ensembles vs 4ms (Ours))
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