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Semantic Segmentation Autonomous vehicles make use of computer vision

techniques to make sense of their environments. Some
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‘ ‘ X epth Estimation  Inference need to be performed at high performance

within latency and hardware accelerator constraints
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Surface Normals Estimation « Multiple tasks need to be solved at the same time
Overparameterisation Multi-Task Learning
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Overparameterisation is a technique to improve  Multi-task learning attempts to solve multiple tasks
model performance with equal parameter size at  simultaneously using a single model, such as through
inference time (e.g. FNL', RepVGG?). shared layers and task-specific layers?.

PROJECT FINDINGS

[ We developed a new overparameterisation method with three alternative training routines for both single and ]

multi-task learning. The performance is compared against the baseline and existing methods.

CIFAR-100 Dataset (Single-Task) NYUv2 Dataset (Multi-Task)

Semantic Segmentation Depth Absolute Error Normals Mean Error
ResNet-50 Top-1 Errors (lower better) Mean loU (higher better) (lower better) (lower better)
FNL I, 20.3 1 20 5 2438
RepVGG I 2?.11 18.22 0686
Baseline N 21.58 33.14
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Our new method achieves exceptional Our new method with alternative training routine 1 has achieved
performance with CIFAR-100, beating the best performance for depth estimation and surface normals
the baseline and existing methods, FNL estimation. However, RepVGG achieved a better performance in
and RepVGG. semantic segmentation, though our method still beats the baseline.
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