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Project Objectives:

- Provide a comprehensive survey of different model compression techniques on the image
classification task.

- Compare classic approaches based on quantization and knowledge distillation

- Offer a hands-on example of deploying a deep learning model on an Android application

using NCNN framework.

Model Quantization: Knowledge Distillation:

- reduce model size without significant accuracy loss - transfer knowledge from a larger
Model Size model to a smaller one
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