School of Computer
Science and Engineering

College of Engineering

@@c@ NANYANG
&_ TECHNOLOGICAL
UNIVERSITY

SINGAPORE

Deep Learning for Computer Chess
SCSE21- 0010

Student: Manav Arora Supervisor: A/P He Ying

Input Layer Hidden Layer 1 [ 5 '
. — -
Global Features: ol 100
Side to move =y
Material configuration =~ ————B trett
Caﬂi;[gcnghtg i_; 200
Se——1 Hidden Layer 2 ttitettt
- — 400 |
Piece-Centric Features: R fj : ':l tetee treet
Piece lists with locations | ) oo g Ly 100 _ 100
S O _FEET THH1
200 200
T?th?TT | tREtttet
0 I 400
Square-Ceniric Features: ) SESSRRIIRTRYY ttretttettteett
" FEeEEEeeaesatases  AAEEEEAEEEEeereees
773 | (_ 773

Giraffe Architecture, image
courtesy of M. Lai et al. [1]

DeepChess Architecture, image
courtesy of O.E. David et al. [2]

Project Objectives:

The aim of this project is to study state-of-the-art machine learning algorithms such as Matthew
Lai’'s Giraffe and David Eli’'s DeepChess for evaluating chess positions. Deep neural networks
are used in these algorithms to replace human intuition. Giraffe learns to play chess largely by
self-play and derives its own rules based on the data [1]. Whereas DeepChess evaluates chess
positions using a deep neural network without any a priori knowledge regarding the rules of
chess [2].
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