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SQL QUERY

SELECT * FROM title t, movie_info mi, 
movie_info_idx mi_idx, movie_keyword
mk

WHERE t.id=mi.movie_id AND
t.id=mk.movie_id AND
t.id=mi_idx.movie_id AND
t.production_year>2008 AND
mi.info_type_id=8 AND
mi_idx.info_type_id=101;
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QUERY EXECUTION PLAN
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QUERY PLAN VECTORS MODEL INFERENCE
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In this project, we explored existing Deep Learning Techniques for cost estimation in the query optimizer component of the DBMS.

However, most algorithms cannot match the inference speed of Postgres and require a lot of training data which is very expensive to

generate. Hence, the objective of the project was to develop a novel algorithm using machine learning and deep learning techniques that

can achieve better accuracies than the SOTA methods while achieving very fast inference times and utilizing less training data.
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Cost Q-errors Sensitivity Analysis Inference Times

Feature Encoding Technique

Operation One-hot encoding

Meta-data One-hot encoding

Data Distribution Sample bit map vector

Predicate Tree Tree Pooling

Achieves lower q-errors than SOTA Stable training with less training data Faster Inference time than SOTA

Controlled Hyperparameter Tuning
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