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Abstract

This project proposes an architecture, Self-Discovering Long Short-Term Memory Network (SD-LSTM),
which combines fuzzy systems and LSTM. The network is able to self-discover the best network
architecture for an input time-series data, that not only makes accurate prediction but also provides

interpretability to the input elements.

Design & Implementation
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Results & Application

This proposed architecture demonstrated competitive accuracy across various stock types. It was also able

to find a good architecture within a limited number of training generations.
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