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Project Aim and Objectives

Stock price forecasting is a complex and challenging task that is influenced by a multitude of
factors. This paper aims to investigate the impact of different predictors on the performance of stock
price forecasting and propose a novel forecasting pipeline and architecture for stock price forecasting.

Proposed Architecture

The proposed architecture is an end-to-end forecasting pipeline _
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ReSUItS Bi-LSTM (Base) 7.5804

Proposed Model (All Predictors) 1.0375

The proposed solution reduced the dimensionality -~ 00806

of the dataset from 197 initial predictors t0 29  [yvariate Regression with LSTM 0.0800

predictors, leading to an improved forecasting [BsT-LsT™m 0.07416

performance. With the optimal feature subset, the |ARDL-ARIMA-ANN 0.01883

model achieves an RMSE of 0.0175. Proposed Model (Optimal Predictors Subset) 0.0175

Enhanced NN (Levenberg-Marquardt backpropagation) 0.00597

Table 1: Proposed solution’s accuracy vs. benchmarks’ accuracy
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