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Project Objectives:
This project aims to discuss adversarial attacks on Autonomous Vehicles (AVs), and the 
defence mechanisms that can be utilized to prevent such attacks. The project first focuses on 
spoofing multiple cameras with overlapping field of view, then moves on to discuss other 
various feature squeezing countermeasure techniques that can be used to protect AVs from 
these adversarial attacks. The paper includes experiments that evaluate the effectiveness of 
these countermeasures using different scenarios and datasets. The project also highlight 
potential future works, including exploring other types of adversarial attacks and implementing 
adversarial training of neural networks. 
Multiple Camera with Overlapping FOV: Formulation of Attack Objective

Feature Squeezing Techniques
Image Compression

From the results, it can be seen that image
compression technique was successful in
reducing the threats significantly. At the highest
level of compression, detection was successful for
both Fire Hydrants and Cars with a precision of
99.9%, overcoming the adversarial attacks.

Median Smoothing

As seen from the results, suitable amount
of median smoothing can help to defend
against possible adversarial attacks by
making the attacks more difficult.

Colour Depth Reduction
Due to the low effectiveness of
dimension reduction, we combine colour depth
reduction and multi-camera setup as one unified
countermeasure. Our results show that such
technique combined leads to a much more robust
camera perception system: 99% benign detection
rate and just 13% attack success rate in the
adversarial case

Link to paper accepted in International Conference on Security, Privacy and Applied Cryptography Engineering 2022: 
https://link.springer.com/chapter/10.1007/978-3-031-22829-2_14


