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Project Objectives: 
Personality is the individual differences in patterns of thought, feeling, and cognition formed
from biological and environmental factors. It has been shown that personality propels a
person’s behaviour in society and affects individual outcomes such as happiness and subjective
well-being. Traditionally, personality recognition is done through personality tests, which
involve questionnaires and are usually conducted by qualified psychologists.
The aim of this project is to explore machine learning and deep learning techniques for
automatic personality recognition from textual data based on the Myers-Briggs Type Indicator
(MBTI) Model.

From Text Based on the MBTI Model

Methods:
• Feature Engineering (Count Vectorization,

TF-IDF, Word Embeddings – Word2Vec,
GloVe)

• Machine Learning (Naïve Bayes, k-NN,
Logistic Regression, Random Forest)

• Neural Networks (RNN, LSTM, GRU, CNN)
• Transfer Learning (Fine-tuned BERT,

DistilBERT)
• Ensemble Learning (Boosting, Stacking,

Bagging)

Stacking Ensemble 4
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Proposed Solution:
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