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Project Overview:
Mood is one of the least visualised aspects of music, and 

much of today’s visualisation technology is animated, meant 

to be viewed while listening along.  As such, a gap exists for 

static visualisations, which provide users with a quick 

overview of the overall ambience of a piece of music.  This 

project proposes a model for visualising music mood through 

image generation.  This model uses the MuLan audio model 

to employ a shared latent space between natural language 

and audio, as well as Stable Diffusion-XL Turbo for image 

generation.  This model is trained using a dataset of classical 

music pieces and corresponding images generated using 

DALL-E. The generated images are subjected to analysis, 

and the model undergoes user testing to evaluate its 

effectiveness.  The model can distinguish between different 

moods, which is validated by the user study.  
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