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Project Objectives:

As the demand for edge computing grows, Deep Neural Networks (DNNs) are
iIncreasingly deployed on edge devices to enable real-time processing and
decision-making. There is a need to address cybersecurity concerns in edge
FPGA accelerators hosting DNNs due to vulnerability to side-channel reverse
engineering attacks (SCAs). Proposed defense mechanisms in this project build

upon prior research, aims to thwart the attackers attempts to leverage

iInformation leakage via SCAs to prevent the theft of proprietary information.
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Dummy Layer Obfuscator: Dummy

convolutional layers are inserted into the

DNN architecture to obscure its structure.
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