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As video content consumption rises, the need to assess

video quality accurately is paramount. Current video

quality assessment (VQA) databases do not fully

encompass the intricate quality concerns present in in-

the-wild videos, often lacking explainability in their

evaluation metrics.

RESULT (multi-axis benchmark comparison with existing VQA models)

1. Develop a 16-Dimension VQA Database

encompassing a broad spectrum of quality concerns

from technical distortions to general aesthetics.

2. Propose a Language-Prompted Approach using CLIP-

Textual (Transformer) and CLIP-Visual (ResNet-50) to

create a Vision-Language Quality Evaluator.

3. Implement FAST-VQA (Video Swin Tiny) for continuous

and sparse frame processing, with attention to low-

level and quality-aware visual features.

4. Fuse features using a Feature Fusion Module (MLP)

for comprehensive quality assessment.

METHODOLOGY

The integration of language models and an extensive

VQA database advances the field of VQA, providing

granular insights into video quality factors. This method

shows potential for bridging the gap between technical

quality metrics and human perception, with a clear

pathway towards full-scale deployment in diverse in-the-

wild contexts.

CONCLUSION & FUTURE WORK

The structure of the proposed

Multi-axis Video Quality 

Assessor (MaxVQA), 

including (a) Learnable 

Contrastive Language Prompts 

to encode text inputs, (b) Low-

level Enhanced Visual 

Backbone to encode videos, 

(c) and the final Vision-

Language Quality Evaluator to 

output multi-axis quality 

scores.
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