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Project Objective:

Existing research was able to improve short-term structure of generated music

(note to note transitions) but lacked long-term structure (flow and progression of

a piece). Conditioning has shown to potentially improve long-term structure but

has not been fully explored. This project aims to improve the overall structure of

generated music by using relevant conditioning inputs, accompanied by an appropriate

model architecture.

Results:

The proposed model was compared against 2 other models. Quantitative and

qualitative analysis showed that the proposed model performed the best among them.

These results verified that the proposed model was able to generate music with better

structure and produced more coherent and melodious music.

Approach:

Bar counter, repeated motifs, and form

were chosen as the 3 conditioning inputs

to be tested. This was complemented

with a model of Bi-LSTM and attention

layers. Anime piano MIDI files were used

as the dataset and trained for 50 epochs.
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