
 

 

Joint PhD Program Description 

 

The description for the Joint PhD program will be posted online as a sub-page to 

Joint PhD Programmes | Graduate College | NTU Singapore. 

Name of Partner University Shanghai Jiao Tong University 

Country China 

Year of JPP Establishment 2022 

Program ☒ Joint Degree 

☐ Joint Supervision 

Description of the Program  
(150-250 words) 

The NTU-SJTU joint PhD degree program is newly 
launched in 2022 to provide students with an excellent 
opportunity to study in an interdisciplinary, international and 
multicultural environment. Areas of research include 
Science, Engineering, Management, Computing and Social 
Sciences. 
 
Students are expected to fulfil a residency or period of 
attachment between a minimum of 12 months to a 
maximum of 24 months at the Partner Institution. 

Disciplines All disciplines, but not limited to carbon utilization and 
sustainability, e.g., chemistry, chemical engineering, 
material science, environmental science and engineering, 
human-computer interaction, brain-computer interfaces, 
computer vision, visual analytics, medical computing, 
artificial intelligence, chemical biology, immunology, and 
microbiology. 

PMC Names NTU: K Jimmy Hsia, Liu Hong 
SJTU: Deng Tao, Xuemin (Lisa) Xu 

PMC Emails NTU: kjhsia@ntu.edu.sg; liuhong@ntu.edu.sg   
SJTU: dengtao@sjtu.edu.cn; lisaxu@sjtu.edu.cn 
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1. Similarity Search on High-Dimensional Vector Data 

 

Date Posted 15 July 2024 

Home University Nanyang Technological University 

Partner University Shanghai Jiao Tong University 

Supervisors Home Partner 

Name Long Cheng Yao Bin 

School College of Computing and Data 
Science (CCDS-NTU) 

Department of Computer Science 
and Engineering (CSE-SHJT) 

Email c.long@ntu.edu.sg yaobin@cs.sjtu.edu.cn  

Website https://personal.ntu.edu.sg/c.long  https://www.cs.sjtu.edu.cn/~yaobin/  

Project Description 
(200-300 words) 
 

Large-scale high-dimensional vector data has become ubiquitous in 
contemporary times. For instance, various forms of unstructured data, 
such as images, videos, texts, and speeches, are typically transformed 
into vectors using deep learning techniques (e.g., word2vec, node2vec, 
item2vec, etc.). These vectors are subsequently employed in 
downstream analytical tasks. K nearest neighbor (KNN) search in high-
dimensional vector space constitutes a fundamental problem with a 
wide array of applications in information retrieval, recommendations, 
and retrieval-based large language models. Due to the curse of 
dimensionality, exact KNN queries often result in unacceptable 
response times. In pursuit of a better balance between time and 
accuracy, many researchers have turned to its relaxed version, known 
as approximate K nearest neighbor (AKNN) search. Various algorithms 
have been proposed to address the AKNN problem, encompassing 
quantization-based, graph-based, hashing-based, and tree-based 
approaches. However, popular AKNN algorithms such as the 
quantization-based ones do not provide theoretical guarantees and may 
fail in some scenarios. In addition, most of these algorithms primarily 
focus on vector data and may fall short in real-life applications involving 
more than just vectors. This project aims to develop new quantization-
based algorithms that provide theoretical guarantee as well as 
algorithms to address various AKNN problems, including the attribute-
filtering AKNN problem, the AKNN problem for sparse vectors, and the 
multi-index AKNN problem. These would help to bridge the gap between 
AKNN solutions and real-world applications featuring diverse data 
types. 

Program/Center Website(s) CCDS-NTU: https://www.ntu.edu.sg/computing  
CSE-SHJT: https://www.cs.sjtu.edu.cn/  

Additional Information 
(e.g., files with project 
details) 

NA 

 

mailto:c.long@ntu.edu.sg
mailto:yaobin@cs.sjtu.edu.cn
https://personal.ntu.edu.sg/c.long
https://www.cs.sjtu.edu.cn/~yaobin/
https://www.ntu.edu.sg/computing
https://www.cs.sjtu.edu.cn/


 

 

2. Efficient Edge Intelligent Computing 
 

Date Posted 2 July 2024 

Home University Nanyang Technological University 

Partner University Shanghai Jiao Tong University 

Supervisors Home Partner 

Name Liu Weichen Ye Yaoyao 

School College of Computing and Data 
Science 

Department of Micro/Nano 
Electronics 

Email liu@ntu.edu.sg   yeyaoyao@sjtu.edu.cn  

Website https://personal.ntu.edu.sg/liu/ https://english.seiee.sjtu.edu.cn/en
glish/detail/2128_1921.htm  

Project 
Description 
(200-300 words) 
 

The project is to explore the deployment of state-of-the-art AI 
technologies on the edge devices. It addresses the challenge of the 
increasing gap between the rapidly growing model size and the limited 
computing capabilities under tight processor, memory and power 
constraints. The targeted applications include the latest vision 
transformers and large language models, and the targeted hardware 
includes embedded CPUs/GPUs and customized AI accelerators of 
various types. The project will explore model design and optimization, 
hardware-software co-design, and energy-efficient computing 
techniques. The expected outcome is to be transformative to bring AI 
capabilities to lightweight devices without or with limited cloud support in 
diverse industry domains. 
 
Candidates interested in the joint programme are advised to contact 
either Dr. Weichen Liu (NTU, liu@ntu.edu.sg) or Dr. Yaoyao Ye (SJTU, 
yeyaoyao@sjtu.edu.cn) for more details on the project as well as 
admission requirements. 

Program/Center 
Website(s) 

https://www.ntu.edu.sg/computing 
https://english.seiee.sjtu.edu.cn/english/index.htm 

Additional 
Information 
(e.g., files with 
project details) 

NA 

  

mailto:liu@ntu.edu.sg
mailto:yeyaoyao@sjtu.edu.cn
https://personal.ntu.edu/
https://personal.ntu.edu.sg/liu/
https://english.seiee.sjtu.edu.cn/english/detail/2128_1921.htm
https://english.seiee.sjtu.edu.cn/english/detail/2128_1921.htm
mailto:liu@ntu.edu.sg
mailto:yeyaoyao@sjtu.edu.cn
https://www.ntu.edu.sg/computing
https://english.seiee.sjtu.edu.cn/english/index.htm


 

 

3. Any-to-Any Large Multimodal Models 

 

Date Posted 2 July 2024 

Home University Nanyang Technological University 

Partner University Shanghai Jiao Tong University 

Supervisors Home Partner 

Name Liu Ziwei Yu Kai 

School College of Computing and 
Data Science 

Department of Computer 
Science and Engineering 

Email ziwei.liu@ntu.edu.sg kai.yu@sjtu.edu.cn  

Website https://liuziwei7.github.io/  https://x-
lance.sjtu.edu.cn/~kaiyu/  

Project Description 
(200-300 words) 
 

Large multimodal models (LMMs) have achieved 
substantial progress with the emergence of ChatGPT, 
GPT4-V and Sora. Yet, existing LMMs only focus on vision 
and language, neglecting other useful multimodal sensory 
inputs such as audio, speech and 3D information. This 
project aims to develop a new paradigm of generative AI, 
any-to-any large multimodal models (LMMs) that can 
comprehend, associate and integrate the rich information 
from multiple modalities in a holistic manner. Developing 
such a new paradigm of any-to-any LMMs requires the 
study of 1) novel theory on cross-modal information fusion, 
and 2) efficient design on neural network architecture. The 
outputs of this project would possess both scientific merit as 
well as industrial impact. 

Program/Center Website(s) MMLab @ NTU: https://www.mmlab-ntu.com/  
 
X-Lance @ SJTU: https://x-lance.sjtu.edu.cn/  

Additional Information 
(e.g., files with project details) 

NA 

  

mailto:ziwei.liu@ntu.edu.sg
mailto:kai.yu@sjtu.edu.cn
https://liuziwei7.github.io/
https://x-lance.sjtu.edu.cn/~kaiyu/
https://x-lance.sjtu.edu.cn/~kaiyu/
https://www.mmlab-ntu.com/
https://x-lance.sjtu.edu.cn/


 

 

4. Adaptation of LLM for ASR for under-resource languages 
 

Date Posted 2 July 2024 

Home University Nanyang Technological University 

Partner University Shanghai Jiao Tong University 

Supervisors Home Partner 

Name Chng Eng Siong Chen Xie 

School College of Computing and 
Data Science 

Dept of Computer Science 
and Engineering 

Email aseschng@ntu.edu.sg  chenxie95@sjtu.edu.cn 

Website https://aseschng.github.io/de
fault.html  

https://chenxie95.github.io/  

Project Description 
(200-300 words) 
 

In this research, we will examine how to adapt LLM for ASR 
speech recognition for under-resourced languages. One 
promising research direction is to apply strong pre-trained 
self-supervised speech representations to reduce speech 
training data.  
 
Additionally, we propose to explore text-only target language 
supervision by converting text to ARPA (pronunciation token) 
and enable LLM to learn new languages with minimal 
speech/text training data. This approach is akin to using text 
to speech (TTS) to generate target speech. That is, if we can 
train a single text to speech for the target language, then we 
can generate large variations of target speech from multiple 
speaker through text by having SOTA generative TTS 
approaches which dis-entangle context to speaker 
characteristics.  
 
 

Program/Center Website(s) College of Computing and Data Science 
Speech Lab@NTU: https://aseschng.github.io/intro1.html 
 

Additional Information 
(e.g., files with project 
details) 

NA 

  

mailto:aseschng@ntu.edu.sg
mailto:chenxie95@sjtu.edu.cn
https://aseschng.github.io/default.html
https://aseschng.github.io/default.html
https://chenxie95.github.io/
https://aseschng.github.io/intro1.html


 

 

5. Accelerating Dynamic Graph Embedding on GPU 
 

Date Posted 2 July 2024 

Home University Nanyang Technological University 

Partner University Shanghai Jiao Tong University 

Supervisors Home Partner 

Name Shuhao Zhang Shixuan Sun 

School College of Computing and Data 
Science 

The Department of 
Computer Science and 
Engineering 

Email shuhao.zhang@ntu.edu.sg  sunshixuan@sjtu.edu.cn  

Website https://shuhaozhangtony.github.io/  https://shixuansun.github.io/  

Project Description 
(200-300 words) 
 

Dynamic graphs, characterized by their evolving structure and 
node interactions over time, present unique challenges and 
opportunities in fields such as social network analysis, 
recommendation systems, and bioinformatics. The project aims 
to address the computational demands of dynamic graph 
embedding by leveraging GPU acceleration to achieve real-time 
performance and scalability. 
 
The primary goal of this project is to develop and implement a 
GPU-accelerated framework for dynamic graph embedding. This 
framework will utilize the parallel processing capabilities of GPUs 
to handle the iterative and computationally intensive nature of 
graph embedding algorithms, which often require frequent 
updates as the graph evolves. The project will focus on optimizing 
existing embedding techniques, such as DeepWalk, Node2Vec, 
and GraphSAGE, to efficiently run on GPU architectures. 
 
Key objectives include: 
 
1. Algorithm Optimization: Adapting and optimizing dynamic 
graph embedding algorithms for parallel execution on GPUs, 
ensuring efficient memory usage and minimizing latency. 
2. Scalability: Ensuring the framework can scale to accommodate 
large, real-world graphs with millions of nodes and edges, 
maintaining high performance as the graph dynamically changes. 
3. Real-time Processing: Achieving real-time updates of graph 
embeddings to support applications requiring immediate insights 
from rapidly changing data. 
4. Evaluation and Benchmarking: Conducting comprehensive 
evaluations and benchmarking against existing CPU-based 
implementations to demonstrate the performance gains and 
scalability of the GPU-accelerated framework. 
 
This project will significantly enhance the ability to process and 
analyze dynamic graphs in real-time, providing valuable insights 

mailto:shuhao.zhang@ntu.edu.sg
mailto:sunshixuan@sjtu.edu.cn
https://shuhaozhangtony.github.io/
https://shixuansun.github.io/


 

 

in various domains. By leveraging the computational power of 
GPUs, the proposed framework aims to set a new standard for 
dynamic graph embedding, facilitating advanced research and 
practical applications in data-intensive fields. 

Program/Center 
Website(s) 

NA. 

Additional Information 
(e.g., files with project 
details) 

Shuhao Zhang is an expert in big data stream processing, and 
Shixuan Sun is an expert in graph processing. Both have 
expertise in parallel computing, GPU programming. The 
proposed project leverages the expertise from both supervisors. 

 

  



 

 

6. Enhancing Intelligent Marketing via Graph Models 

 

Date Posted 2 July 2024 

Home University Nanyang Technological University 

Partner University Shanghai Jiao Tong University 

Supervisors Home          Partner 

Name Siqiang Luo Kai Wang 

School College of Computing and 
Data Science 

Antai college of economics 
and management 

Email siqiang.luo@ntu.edu.sg  w.kai@sjtu.edu.cn  

Website https://siqiangluo.com 
 

https://www.acem.sjtu.edu.cn
/en/faculty/wangkai.html#cont
ainer 

Project Description 
(200-300 words) 
 

Despite the digital economy's growth, many enterprises 
struggle to convert vast and increasingly complex marketing 
data interactions into effective business strategies, as precise 
intelligent marketing becomes ever more dependent on 
integrating and analyzing information from multiple sources. 
This project aims to enhance intelligent marketing by 
leveraging graph models to better extract valuable information 
that aids in marketing decisions. A prime example is the 
detection of fake reviews, which are increasingly difficult to 
identify solely through text analysis due to the advancement of 
Artificial Intelligence Generated Content (AIGC) like ChatGPT, 
while using Graph Neural Networks (GNNs) to analyze 
additional graph-structured information can improve the 
accuracy of detecting fake reviews by representing user 
community relationships and user-product evaluation 
relationships simultaneously to support marketing decisions. 
The project will focus on integrating and modelling multi-source 
heterogeneous graph data, designing efficient algorithms for 
large-scale data, and validating these models in practical 
applications. 

Program/Center 
Website(s) 

NA 

Additional Information 
(e.g., files with project 
details) 

NA 

 

 

 

mailto:siqiang.luo@ntu.edu.sg
mailto:w.kai@sjtu.edu.cn
https://siqiangluo.com/
https://www.acem.sjtu.edu.cn/en/faculty/wangkai.html#container
https://www.acem.sjtu.edu.cn/en/faculty/wangkai.html#container
https://www.acem.sjtu.edu.cn/en/faculty/wangkai.html#container


 

 

7. Vector Database Systems and its Applications in LLMs 
 

Date Posted   2 July 2024 

Home University Nanyang Technological University 

Partner University Shanghai Jiao Tong University 

Supervisors Home Partner 

Name Cong Gao Shen Yanyan 

School College of Computing and 
Data Science 

Department of Computer Science 
and Engineering 

Email gaocong@ntu.edu.sg   shenyy@sjtu.edu.cn  

Website https://personal.ntu.edu.sg/g
aocong/  

https://www.cs.sjtu.edu.cn/~shen-
yy/  

Project Description 
(200-300 words) 

This project aims at (1) developing effective and efficient 
core algorithms for supporting complicated approximate 
nearest neighbour search (ANNS) for vector database 
systems, and (2) exploring the applications of vector 
database systems to support Retrieval-augmented 
generation (RAG) in LLMs . 

 
The leading method for ANNS is the graph based indexes, 
which often outpaces other techniques in speed while 
maintaining comparable accuracy. However, graph-based 
indexes still face challenges in city applications, where 
queries frequently extend past the scope of standard 
ANNS. Consider a geographic search engine to handle a 
query that wants to find the most interesting coffee shop 
within a sightseeing place (POI). In this case, the objective 
is to find the ANNS of the vector corresponding to the POI 
while also adhering to the spatial range limitation. Handling 
such complex queries beyond ANNS is challenging for 
many current solutions, highlighting a pressing need for 
advancements. 

Another major innovation of this project is to develop 
techniques for RAG in LLMs, where vector database 
systems are expected to play a key role. This is a very 
important and promising research area. 

mailto:gaocong@ntu.edu.sg
mailto:shenyy@sjtu.edu.cn
https://personal.ntu.edu.sg/gaocong/
https://personal.ntu.edu.sg/gaocong/
https://www.cs.sjtu.edu.cn/~shen-yy/
https://www.cs.sjtu.edu.cn/~shen-yy/


 
 

 

 

 

Program/Center 
Website(s) 

NTU: CCDS & SCALE@NTU 
https://www.ntu.edu.sg/scale 

Additional 
Information 
(e.g., files with 
project details) 

Both professors are internationally renowned experts in their respective 
areas. NTU professor Cong Gao is known for data management research, 
and SJTU professor is known for machine learning applications. Their 
expertise is complementary, and is important for the project. 

 

  

https://www.ntu.edu.sg/scale


 
 

 

8. Deep learning assisted protein binding affinity prediction: towards next 
generation drug design using generative models 
 

Date Posted 1 July 2024 

Home University Nanyang Technological University 

Partner University Shanghai Jiao Tong University 

Supervisors Home Partner 

Name Ran Ni Hao Wu 

School Chemistry, Chemical 
Engineering and 
Biotechnology 

Institute of Natural Sciences 

Email r.ni@ntu.edu.sg  hwu81@sjtu.edu.cn  

Website https://www3.ntu.edu.sg/hom
e/r.ni  

https://ins.sjtu.edu.cn/people
s/wuhao  

Project Description 
(200-300 words) 
 

The quest for accelerated drug discovery has intensified the 
need for innovative computational methods that can predict 
protein-ligand interactions with high accuracy. Traditional 
computational approaches, such as molecular dynamics and 
Monte-Carlo simulations, are often hindered by their 
inefficiencies in exploring the vast, high-dimensional energy 
landscapes of multibody systems. These methods typically 
become trapped in local minima or require the construction of 
low-dimensional reaction coordinates, limiting their 
effectiveness in complex, multidimensional spaces without 
extensive expert input. 
 
In response to these challenges, our recent advancements 
have leveraged flow-based generative models to effectively 
sample the Boltzmann distribution and transition path 
distribution of molecular systems, achieving significant 
breakthroughs in the field. Building upon these successes, 
this project will further innovate by using deep learning to 
approximate energy fields, enhancing the sampling process 
without relying on predefined reaction coordinates. This 
approach integrates state-of-the-art techniques such as 
reinforcement learning, adversarial learning, and diffusion 
models to overcome typical shortcomings of deep learning 
models, such as missing critical conformational regions and 
over-reliance on pre-training. Additionally, the project will 
develop automated analysis methods to identify and interpret 
critical states such as metastable and transition states, 
utilizing graph neural networks to convert enhanced sampling 
data into accurate kinetic models. This comprehensive 
methodology aims to improve the efficiency and precision of 
modeling drug molecule interactions in complex multibody 
systems. 
 
The resulting method will be used to predict the binding affinity 
of proteins with small molecules and to accurately analyze the 

mailto:r.ni@ntu.edu.sg
mailto:hwu81@sjtu.edu.cn
https://www3.ntu.edu.sg/home/r.ni
https://www3.ntu.edu.sg/home/r.ni
https://ins.sjtu.edu.cn/peoples/wuhao
https://ins.sjtu.edu.cn/peoples/wuhao


 
 

 

binding process, thereby offering a paradigm-shifting 
approach for next-generation drug discovery. 
 
Candidates interested in the joint program are advised to 
contact either the SJTU (Dr Hao Wu, hwu81@sjtu.edu.cn) or 
NTU (Dr Ran Ni, r.ni@ntu.edu.sg) supervisors for additional 
information on the project as well as admission requirements. 

Program/Center Website(s) NA 

Additional Information 
(e.g., files with project 
details) 

NA 
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9. Low-speed Tidal Energy Harvesting through Oscillating Hydrofoils 

 

Date Posted 1 July 2024 

Home University Nanyang Technological University 

Partner University Shanghai Jiao Tong University 

Supervisors Home Partner 

Name Ng Bing Feng Zhang Kai  
Bao Yan  

School School of Mechanical and 
Aerospace Engineering 

School of Ocean and Civil 
Engineering 

Email bingfeng@ntu.edu.sg  ybao@sjtu.edu.cn   
kai.zhang@sjtu.edu.cn  

Website https://blogs.ntu.edu.sg/ngbf
/  

https://zhang-kai.xyz/  

Project Description 
(200-300 words) 
 

The objective of this project is to design low-speed tidal 
energy harvesters for utility-scale power generation from 
coastal waters. The project will develop an oscillating 
hydrofoil array with low cut-in speed and short inter-foil 
spacing for harvesting sufficient tidal energy from low-speed 
tidal currents, thus enabling utility-scale power generation 
(e.g. in Singapore and China waters). Synergistic effects 
between two hydrofoils will be achieved to maximise total 
power generation. The system draws upon the 
fundamentals of fluid mechanics in constructive foil-foil and 
foil-wake interactions to enable sustained oscillating and low 
cut-in speeds. To meet the objective of this project, specific 
scopes are described below: 

1. Investigations on flow physics and energy harvesting 
mechanism through numerical simulations to study 
the flow physics of the oscillating hydrofoils, including 
the mechanism of lift production, the foil-foil and foil-
wake interactions.  

2. Hydrofoil array and power generator design.  
3. Lab Experiments in water tunnel  

The study will be carried out in both NTU and SJTU where 
there will be synergies to be derived. For experiments, NTU 
has a closed loop water tunnel for preliminary design testing, 
while SJTU possessed large towing tanks that better mimic 
actual operating conditions and for upscaling of concept.  

Program/Center Website(s) School of Mechanical and Aerospace Engineering, NTU 
https://www.ntu.edu.sg/mae  
 
Energy Research Institute @ NTU 
https://www.ntu.edu.sg/erian  

Additional Information 
(e.g., files with project 
details) 

NA 

mailto:bingfeng@ntu.edu.sg
mailto:ybao@sjtu.edu.cn
mailto:kai.zhang@sjtu.edu.cn
https://blogs.ntu.edu.sg/ngbf/
https://blogs.ntu.edu.sg/ngbf/
https://zhang-kai.xyz/
https://www.ntu.edu.sg/mae
https://www.ntu.edu.sg/erian


 
 

 

10. Trustworthy Artificial Intelligence for Foundation Models 

 

Date Posted 1 July 2024 

Home University Nanyang Technological University, Singapore 

Partner University Shanghai Jiao Tong University 

Supervisors Home Partner 

Name Yap Kim Hui Liu Manhua 

School School of Electrical and 
Electronic Engineering 

Artificial Intelligence 
Institute 

Email ekhyap@ntu.edu.sg mhliu@sjtu.edu.cn 

Website https://dr.ntu.edu.sg/cris/rp/r
p01044 

https://ai.sjtu.edu.cn/faculty/
detail/12 

Project Description 
(200-300 words) 
 

As the integration of foundation models into various 
applications, including robotics, autonomous driving, and 
medical systems, continues to expand, ensuring the 
trustworthiness of these AI systems becomes essential. 
This project focuses on developing methodologies to 
enhance the privacy, robustness, reliability, and security of 
foundation models, ensuring their safe and trustworthy 
deployment. 
 
The primary research objective is to develop and advance 
related techniques that can boost the trustworthiness of 
foundation models. This includes exploring the better 
machine learning methods to improve robustness and 
reliability of foundation models as well as enhancing their 
security and privacy protection. The foundation models 
involved would primarily be low-level perception models 
(such as detection, segmentation, depth estimation, etc.) 
and their application to potential downstream tasks like 
navigation and human-robot interaction. 
 
The research directions could involve designing better 
foundation model architectures, training methods, and 
pipelines to improve model performance and generalization 
across various environments and complex tasks. 
Furthermore, the focus on security and privacy could be 
achieved by developing techniques in federated learning, 
watermarking, and image content protection. 
 
In summary, this project is dedicated to pioneering the 
development of trustworthy artificial intelligence for 
foundation models. By enhancing privacy, security, 
robustness, and reliability, we aim to ensure that these 
advanced AI systems can be trusted and relied upon across 
a wide range of critical applications. 

file:///C:/Users/ekhyap/AppData/Local/Microsoft/Windows/INetCache/Content.Outlook/LGFU92MV/ekhyap@ntu.edu.sg
file:///C:/Users/ekhyap/AppData/Local/Microsoft/Windows/INetCache/Content.Outlook/LGFU92MV/mhliu@sjtu.edu.cn
https://dr.ntu.edu.sg/cris/rp/rp01044
https://dr.ntu.edu.sg/cris/rp/rp01044
https://ai.sjtu.edu.cn/faculty/detail/12
https://ai.sjtu.edu.cn/faculty/detail/12


 
 

 

Program/Center Website(s) NA 

Additional Information 
(e.g., files with project 
details) 

NA 

 
  



 
 

 

11. Developing Low-Frequency Metamaterials for Wireless Power Transfer 
Systems 

 

Date Posted 5 June 2024 

Home University Nanyang Technological University 

Partner University Shanghai Jiao Tong University 

Supervisors Home Partner 

Name Yun Yang Liu Ming 

School Electrical and Electronic 
Engineering 

Electrical Engineering 

Email yun.yang@ntu.edu.sg  mingliu@sjtu.edu.cn  

Website https://dr.ntu.edu.sg/cris/rp/r
p02145  

https://eei.sjtu.edu.cn/facult
y-detail.php?id=117  

Project Description 
(200-300 words) 
 

Metamaterials are artificial materials with negative 
permittivity and/or permeability that have not been founded 
in natural counterparts. The concept of metamaterial was 
initially proposed by J. B. Pendry in 1990s. Since then, high-
frequency metamaterials have been extensively 
investigated and applied in the fields of electromagnetics, 
mechanics, and optics over the last two decades.  
 
Metamaterials consist of multiple unit cells with the same 
structure that are periodically arranged in a space to mimic 
the lattice structure in crystals. For high-frequency 
electromagnetic metamaterials, each unit cell comprise the 
inductances formed by the conductors and the stray 
capacitances formed between the conductors. The 
inductances and capacitances are in resonance at specific 
frequencies, thereby inducing large conductor currents 
which further strengthen the external magnetic fields. 
However, existing high-frequency metamaterials cannot be 
used for low-frequency (from power frequency to 
megahertz) high-power (>200W) electromagnetic devices, 
because of some technical bottlenecks. The objective of 
this project is to develop the unit cells of low-frequency 
metamaterials with negative magnetic resistances to 
acquire some basic design knowledge for future 
breakthroughs. The targeted application of the low-
frequency metamaterials in this project is a three-
dimensional wireless power transfer system. The success 
of this program would generate new basic knowledge for 
making world’s 1st low-frequency metamaterials in the 
future.  

Program/Center Website(s) https://www.ntu.edu.sg/csie  

mailto:yun.yang@ntu.edu.sg
mailto:mingliu@sjtu.edu.cn
https://dr.ntu.edu.sg/cris/rp/rp02145
https://dr.ntu.edu.sg/cris/rp/rp02145
https://eei.sjtu.edu.cn/faculty-detail.php?id=117
https://eei.sjtu.edu.cn/faculty-detail.php?id=117
https://www.ntu.edu.sg/csie


 
 

 

Additional Information 
(e.g., files with project details) 

This project will be conducted in align with the 2024 MTC 
YIRG project “Development of Low-Frequency 
Metamaterials with Negative Magnetic Resistances” 
(https://www.a-star.edu.sg/docs/librariesprovider1/default-
document-library/research/funding-opportunities/ame-irg-
yirg/list-of-awarded_projects_april-
24.pdf?sfvrsn=8441f681_1). 
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https://www.a-star.edu.sg/docs/librariesprovider1/default-document-library/research/funding-opportunities/ame-irg-yirg/list-of-awarded_projects_april-24.pdf?sfvrsn=8441f681_1
https://www.a-star.edu.sg/docs/librariesprovider1/default-document-library/research/funding-opportunities/ame-irg-yirg/list-of-awarded_projects_april-24.pdf?sfvrsn=8441f681_1


 
 

 

12. Chemical Transformation of Waste Carbon Resources to Value-added 
Products 

 

Date Posted 8 June 2023 

Home University Nanyang Technological University 

Partner University Shanghai Jiao Tong University 

Supervisors Home Partner 

Name Liu Wen Paul Chen Xi 

School Chemistry, Chemical 
Engineering and 
Biotechnology 

China-UK Low Carbon 
College 

Email wenliu@ntu.edu.sg  chenxi-lcc@sjtu.edu.cn  

Website https://personal.ntu.edu.sg/w
enliu/  

https://lcc.sjtu.edu.cn/En/Dat
a/View/1097  

Project Description 
(200-300 words) 
 

Global warming is the greatest existential challenge of the 
present century. As part of the effort to mitigate global 
warming, the transition from conventional fossil-fuel based 
value chains to renewable and sustainable value chains is 
essential. To this end, this program aims for cutting-edge 
research on the utilisation of waste carbon resources (CO2, 
biomass, etc.) to produce value-added functional products 
high potential for impact. Targeting at renewable fuels, 
chemicals and materials transformed from renewable, 
abundant and widely-available waste carbon resources, the 
program is dedicated to mitigating the carbon footprints and 
negative environmental impacts of the chemical industry, as 
well as to enhance the economic competitiveness of waste 
carbon valorisation processes through novel catalyst 
development and reaction design towards commercial 
viability.  
 
Candidates interested in the joint program are advised to 
contact either the SJTU (Dr Xi Chen, chenxi-
lcc@sjtu.edu.cn) or NTU (Dr Wen Liu, wenliu@ntu.edu.sg) 
supervisors for additional information on the project as well 
as admission requirements. 

Program/Center Website(s) https://lcc.sjtu.edu.cn/En 
https://www.ntu.edu.sg/cceb 
 

Additional Information 
(e.g., files with project 
details) 

NA 
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13. Impact of the Gut Microbiota on Host Gut Biology 
 

Date Posted 5 June 2023 

Home University Nanyang Technological University 

Partner University Shanghai Jiao Tong University 

Supervisors Home Partner 

Name Qiao Yuan Hu Zehan 

School School of Chemistry, 
Chemical Engineering 
and Biotechnology 

School of Life Sciences and 
Biotechnology 

Email yuan.qiao@ntu.edu.sg  zehan.hu@sjtu.edu.cn    

Website www.yqiaolab.com  https://life.sjtu.edu.cn/teacher/huzehan     

Project Description 
(200-300 words) 
 

The Qiao lab (NTU) and Hu lab (SJTU) jointly explore the impact 
of gut microbiota composition and metabolites on host gut 
immunology. While numerous studies have demonstrated the 
essential roles of the gut microbiota on human health, the detailed 
mechanistic understanding of how the gut microbiota affects host 
health at the molecular level is far from clear. To answer such 
complex questions, the two labs will join forces to build a 
multidisciplinary program, where the Qiao lab focuses on the 
analytical and chemical microbiology aspects to elucidate the 
structures and develop chemical probes of the gut microbiota 
metabolites, and the Hu lab has expertise on gut immunology and 
animal models. The joint projects will elucidate mechanisms of gut 
microbiota metabolites on host gut immunology and function from 
both in vitro and in vivo aspects. 
 
The candidate will apply analytical chemistry and synthetic 
chemistry to study the gut microbiota-derived metabolites (Qiao 
lab), and specifically address the bioactivity and signalling 
pathways of such metabolites in vitro and in vivo in mice models 
(Qiao and Hu lab). The candidate will receive holistic training in 
chemical microbiology and immunology areas and have 
opportunities to work closely with both teams.  

Program/Center 
Website(s) 

NA 

Additional Information 
(e.g., files with project 
details) 

NA 
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